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For features in our style mapping, we explicitly detect their presence in the identity 
mesh using our hand-crafted rules incorporating part-based PCA, surface 
curvature analysis, and measured distances. For each detected feature we render 
the corresponding styled curves.

Inspired by how 2D artists draw diverse characters we design a style mapping that 
depicts diverse facial features in fair and appealing ways.

We predict a user’s 3D face mesh from a 
frontal selfie using the method of Wood et al. 
[2022] and remove pose and expression to 
estimate their neutral identity face shape.

Our avatar rig is a set of 2D curves designed 
based on the template mesh of Wood et al. 
[2022]. The curves follow the shape of the 
predicted mesh depicting users’ face shape 
and relative proportions.
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We use face segmentation [Wood et al. 2021] to extract skin regions, hair shape 
and detect accessories. Hair and skin mean colour are extracted and mapped to 
our grayscale color palette.

Our avatars are driven by facial animation supporting the diversity options in our 
rig, including custom accessory assets.

Stylized avatars used in hybrid telepresence must support the large diversity in 
human appearance existing in the world. Most avatar systems assume a generic 
base rig that morphs into varied face and body shapes. However, retrofitting 
shapes for under-represented populations as an afterthought is costly. We need 
new avatar systems, visual languages, and human understanding technology, all 
co-designed with diversity in mind from the start.

Photoreal avatars [Hu et al. 2017; Nagano et al. 2018] are representative but can 
fall into the uncanny valley. Existing 3D stylized avatars [Sang et al. 2022; Wang et 
al. 2023] are auto-generated but have little consideration for diversity. Scribble 
automatically generates a 2D animatable avatar with jointly-designed art direction 
and stylization techniques that accommodate diverse human attributes.

Scribble: Auto-generated 2D 
avatars with diverse and 
inclusive art direction
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